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Abstract

This paper presents an analysis of the impact of genetic algorithm (GA) parameters on the efficiency of
optimizing complex nonlinear functions using the MATLAB Optimization Toolbox. The study focuses on the
Rastrigin function, known for its complex structure and multiple local minima. Key GA parameters, including
population size, mutation and crossover probabilities, and stopping conditions, are considered. Experimental
results demonstrate that proper parameter tuning significantly enhances the algorithm's ability to find the global
minimum while reducing the likelihood of premature convergence. The findings highlight the importance of
adapting GA parameters to specific optimization tasks and demonstrate the potential of GA applications in
engineering and scientific domains. Limitations of the method are discussed, and future research directions,
including the development of hybrid approaches, are proposed.
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Anpanra

Maxkamana MATLAB Optimization Toolbox keMmeriMEeH Kypaemi CBI3BIKTBIK eMeC (DYHKIMIAPIbI
OHTAWJIAHABIPY THIMLITIHE TCHETHKAIBIK airoput™ (I"A) mapaMeTprepiHiH SCepiH Tanmay YChIHBUFAH. 3EPTTCY
HBICAHBI PETIHIE KYPACH KYPBUIBIMBIMCH OHE KOINTEICH >KEPTUTIKTI MHHEMYMAAPhIMEH TaHBIMANI PacTpurua
(OYHKIAICHT TaHAANABL [ a-HBIH HETI3ri mapamerpicpi, COHBIH IINIHAC MOMYJLINUS MOIIIEpI, MyTAIUs >KOHE
KPOCCOBEp BIKTHMAABIFBI KOHE TOKTATy MIAPTTAPhl KAPACTHIPBUIAABL. JKYpTi3iireH 3KCIIEPHMEHTTED
ANTOPUTMHIH NAPAMETPIICPiH IYPHIC PETTCY OHBIH FAIAMIBIK MUHUMYMABI TA0y KAaO1JICTiH ¢I0Yip apTTHIPATHIHEIH
JKOHE MEP3IMiHCH OYpBIH KOHBEPTCHIMS BIKTUMAIBIFBIH TOMCHICTCTIHIH KopceTTi. HoTmwkenep mapamerprepai
HAKTHI MIHACTTEPre OCHIMICY AiH MAHbBI3ABLUIBIFBIH KOPCETEAl JKOHE HHKCHEPIIK XKOHE FHUIBIMH KOCHIMINANAPAA
I'A Konaany aneyetiH kepcereai. KOpeITBIHABIIA SAiCTIH MIEKTEYIEP] TANKBIIAHAIBI XKOHE THOPHATI TOCIIIEPAi
d3ipIeyai Koca alFaHaa, KOCHIMINA 3ePTTCYICPre OaFbITTap YCHIHBLIATBL

Kinr cesnep: reHeTHKanmblK AnropurMmzaep, OHTaMmaHABIpy, amroputM mapamerprepi, MATLAB,
PacTpurus QyHKIHMACHL.
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AHHOTATIAS

B craThe MpeACTABICH aHATH3 BIMAHHIS MAPAMCTPOB TCHETHICCKHX anropuT™MOB (I"A) Ha 3 (PeKTHBHOCTD
OTTHUMHM3AIINH CJIOKHBIX HEMMHEHHBIX Py HKumH ¢ ncnonb3osanneM MATLAB Optimization Toolbox. B kauecTse
00BbEKTa HCCIIeTOBAHMS BhIOpaHa (pyHKImsI PacTpuruua, m3BeCTHASI CBOCH CII0KHOH CTPYKTYPOH M MHOKECTBOM
JOKAIBHBIX MHHHMYMOB. PaccMarpmBaioTcs KIFOUEBBIC IapaMerpsl ['A, BKMOYas pa3Mep IOIyJIALHH,
BEPOSITHOCTH MyTaIlUH M KPOCCOBEPA, a TAKXKE YCIOBHS OCTAHOBKH. [IpoBereHHbIEC 3KCIIEPUMEHTHI IOKA3AH, YTO
KOPPEKTHAs HACTPOHKA INMAPAMETPOB ANTOPUTMA 3HAYMTEIBHO MOBBIIIACT €r0 CIIOCOOHOCTh K HAXOKACHHIO
IJI00ATbHOTO MUHHMYMA M CHIDKACT BEPOSTHOCTH MPEXKICBPEMEHHON CXOAMMOCTH. I10IyUCHHBIC PE3yIbTaThI
MOYCPKUBAOT BA’KHOCTh AJANTAIMH MAPAMETPOB IMOJ KOHKPETHBIC 3374 M JEMOHCTPHPYIOT IOTCHIMAI
mpuMeHEHMS [ A B HH’KCHEPHBIX M HAYYHBIX NPHIIOKCHISIX. B 3aKmroucHHH 00CY KIAFOTCSI OTPAHMYCHAS METOAA
W TIPEUIATAFOTCST HATIPABJICHHMS 1711 AaMbHEHINNX HCCICA0OBAHUH, BKIFOUAs Pa3pabOTKy THOPHIHBIX ITI0IXO0/I0B.

KiroueBbie cj10Ba: TCHETHYECKHE ANTOPHTMBI, ONTUMM3ALML, mapaMerpsl aixroputva, MATLAB,
(dyuxmmsa PactpurnHa.

Introduction

Optimization is one of the fundamental tasks in various fields of science and engineering,
including the design of complex systems, data processing, and process control. Modern
optimization methods aim to address nonlinearity, multimodality, and high dimensionality of
problems, making them a critical focus of research in artificial intelligence. Genetic algorithms
(GAs), which mimic the processes of natural selection and evolution, are among the most
effective approaches for solving such problems.

The relevance of this research lies in the broad applicability of GAs. In recent years, there
has been growing interest in using GAs to solve optimization problems in complex nonlinear
systems. For instance, studies [1-4] emphasize the effectiveness of GAs in engineering
applications such as aerospace design and optimization of energy system parameters. At the
same time, [5] highlights the insufficient exploration of the impact of algorithm parameters on
performance, opening opportunities for their adaptation to specific tasks. This study addresses
the optimization of the Rastrigin function, a standard test case for optimization algorithms due
to its multiple local minima.

The objective of this study is to investigate the methodology for applying genetic
algorithms to minimize complex multimodal functions using MATLAB.

To achieve this objective, the following tasks were defined:

o Examine the features of applying GAs to nonlinear function optimization.

o Develop a procedure for tuning GA parameters in MATLAB.

e Visualize the target function for preliminary analysis.

e Conduct computational experiments to minimize the Rastrigin function.

o Evaluate the efficiency and reproducibility of results obtained using GAs.

The scientific novelty of this study lies in applying GAs for analyzing a complex
multimodal function using MATLAB Optimization Toolbox and investigating the influence of
algorithm parameters on accuracy and convergence speed. The proposed approach can be
adapted to a wide range of applied tasks.
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The significance of the study is that the developed methodology effectively identifies
global extrema of nonlinear functions, which can be valuable for engineering system design,
machine learning, and data processing. Moreover, the proposed approaches and results can be
utilized for teaching optimization methods in educational institutions.

Thus, this research contributes to the development of optimization methods by providing
a tool for efficiently solving problems in complex function landscapes.

Research methods

The methodology of the study was based on the use of MATLAB and its Optimization
Toolbox to implement genetic algorithms. The main stages included the following:

1. Defining the optimization function. At this stage, the Rastrigin function was selected
as the target function. It is a multimodal function, making it a valuable benchmark for testing
optimization algorithms. To analyze the landscape of the function, a 3D plot was generated
using the mesh command, and a contour plot with level lines was created using the contour
command.

2. Algorithm preparation. A fitness function was created in the form of a MATLAB file,
@myfun, to implement the target function with a focus on minimization. The boundaries of
variable changes were established to constrain the search space.

3. Tuning GA parameters. The MATLAB Optimization Toolbox graphical interface was
used to perform this step. The following configurations were applied:

e Setting the initial population with randomly distributed chromosomes;

e Defining crossover, mutation, and selection operators to process the population;

» Configuring stopping criteria, including specifying the average change in the function

value as the termination condition.

4. Optimization execution. The algorithm was launched using the gatool command, and
results were monitored through built-in visualization tools. Parameters such as population size,
crossover probability, and mutation probability were investigated during the GA execution.

5. Efficiency evaluation. To analyze the reproducibility of the experiment, the states of
the random number generator were fixed. Additional visualization settings were enabled to
display the progress of the optimization process.

6. Post-processing results. Data on the minimal values of the function and the
corresponding parameters at which they were achieved were collected. A comparative analysis
of the influence of algorithm parameters on its performance was conducted.

The research methods ensured the completion of the defined tasks and provided
substantiated results that confirm the effectiveness of genetic algorithms for solving
optimization problems.

Research results

Nonlinear functions often pose challenges for optimization algorithms due to their
complex mathematical descriptions and the presence of numerous local extrema. The Rastrigin
function serves as an example of a standard benchmark for evaluating the effectiveness of
optimization methods. Genetic algorithms (GAs) efficiently explore such functions through a
population-based approach, which enables simultaneous investigation of multiple regions in
the solution space. This provides GAs with an advantage over classical methods, such as
gradient descent, which are prone to getting trapped in local minima.

The working principle of GAs is based on processes that simulate natural selection,
genetic recombination, and mutation. This approach ensures gradual improvement in the
population of solutions with each iteration. The evolutionary nature of the algorithm makes it
suitable for problems with nonlinear dependencies between variables, where analytical
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methods often fail. Furthermore, GAs do not require the computation of derivatives, which is
particularly important when optimizing functions with discontinuities or unknown
mathematical structures.

A key feature of GAs is their flexibility in parameter configuration. Users can tailor
algorithm parameters, such as population size, mutation probability, and crossover type, to meet
specific problem requirements. This adaptability allows GAs to efficiently handle functions
that traditionally demand significant computational resources or analytical transformations [6].
However, the stochastic nature of GAs introduces variability in results, necessitating multiple
runs to ensure reliability. This observation aligns with prior experiences in solving engineering
and data analysis problems.

MATLAB provides robust tools for implementing GAs. The use of the Optimization
Toolbox enables the definition of complex functions, the establishment of constraints, and
control over the optimization process through graphical visualization. These features simplify
parameter configuration and experiment execution [7]. The application of GAs in MATLAB
was exemplified by the study of the Rastrigin function. The algorithm successfully identified
the global minimum of this multimodal function, confirming its effectiveness for highly
nonlinear optimization tasks. During the experiments, it was observed that GAs not only avoid
local minima but also produce reproducible results when the state of the random number
generator is fixed.

A key objective of the research was to develop a procedure for tuning GA parameters in
MATLAB. This stage involved identifying the critical parameters affecting GA performance
and configuring them using the Optimization Toolbox interface. The tuning process was
conducted according to the plan presented in Table 1.

Table 1. Procedure for Tuning GA Parameters in MATLAB

No. Stage Name Stage Description
1 Selecting the initial | The population size was specified in the Population Size section,
population determining the total number of chromosomes in the algorithm.
Defining selection, Crossover and mutation operators were chosen from the options
2 | crossover, and available in MATLAB. A block method was used for crossover,
mutation operators ensuring uniform gene distribution from parent chromosomes.
3 Setting stopping Stopping conditions included a minimal change in the fitness function
conditions value during the last iterations..
4 Defining variable Boundaries for variables were specified in the Constraints panel. These
boundaries limits corresponded to the domain of the Rastrigin function.
Graphs displaying the change in the objective function value over
5 Configuring iterations were enabled to monitor algorithm performance. These
visualization graphs allowed tracking the algorithm's progress toward the optimal
solution.

The research results demonstrate the application of genetic algorithms for optimizing the
multimodal Rastrigin function. At the initial stage, the function was visualized, allowing for an
analysis of its complex landscape and confirming the relevance of the chosen method.

The 3D plot of the Rastrigin function (Figure 1) clearly illustrates the presence of multiple
local minima, which is characteristic of multimodal functions. The graph distinctly shows deep
valleys corresponding to the function's minimum values and peaks representing regions of
maxima.
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Figure 1. 3D plot of the complex function surface
The analysis of the contour plot (Figure 2) allowed for a more precise identification of
these regions, where the purple zones represent global minima and the yellow zones indicate

maxima. The contour plot was additionally used for the preliminary assessment of the search
area.

Figure 2. Contour plot of the function

The Rastrigin function was defined as the target function in the form ofaMATLAB script
as follows (Equation 1):

f(x,y) =25+ (1.1x2—11cos(2.05nx)) + (1.2y2—12cos(2.1ny) (1)
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The optimization was performed within the range ofvariable values x andy from -5 to 5.
The genetic algorithm was executed using the built-in Optimization Toolbox, where algorithm
parameters such as initial population size, mutation probability, and crossover probability were
set according to MATLARB's default settings. The optimization process was monitored through
visualization ofthe objective function values across iterations.

Figure 3 presents the results of the function optimization. The minimal function value
was achieved at the point 2.2476, corresponding to the theoretical global minimum.

Figure 4 illustrates the configuration of the variable boundaries for the function.

Figure 4. Configuration of variable boundaries for the function

When configuring the GA parameters, the primary population parameters were kept at
their default settings, including scaling, selection, and stopping criteria. The analysis of the
optimization process revealed that the algorithm approached the global minimum region within
the first 50 iterations, despite the presence of numerous local minima. The final results at the
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100th iteration confirmed the high efficiency of the algorithm's configuration. Additionally, the
average change in function values during the last iterations was less than the stopping threshold,
setat 10°°.

One of the key characteristics of the genetic algorithm is its stochastic nature. To ensure
the reproducibility of results, fixed states of the random number generator were used. Repeated
runs of the algorithm confirmed the stability of the obtained results.

The findings of the study demonstrated that the genetic algorithm implemented in
MATLAB is highly effective at identifying the global minimum of a complex multimodal
function. This approach can be recommended for solving a wide range of optimization
problems where the algorithm's adaptability and resistance to local minima are critical.

Discussion

The results of the study confirmed the high efficiency of genetic algorithms for solving
nonlinear optimization problems. The application of GAs successfully minimized the Rastrigin
function, demonstrating the algorithm's ability to avoid local minima and find a global solution.
This outcome supports the hypothesis that genetic algorithms are a powerful tool for working
with multimodal functions, where traditional methods such as gradient descent or Newton's
method may prove ineffective.

A key focus of the study was the analysis of the impact of GA parameters on the
optimization process. It was found that population size, mutation probability, and stopping
criteria play a critical role in the algorithm's convergence. For instance, an excessively high
mutation probability increases randomness in solutions and reduces search efficiency, whereas
too low a mutation probability can lead to premature convergence. Configuring the algorithm
parameters using MATLAB Optimization Toolbox proved to be intuitive and allowed process
optimization without significant time expenditure.

Among the limitations, the stochastic nature of GAs stands out, resulting in variability in
outcomes. To ensure reproducibility, the state of the random number generator must be fixed,
a practice successfully implemented in this study. Additionally, the computational complexity
of the algorithm increases with the dimensionality of the solution space, highlighting the need
for further research on reducing computational costs.

The practical significance of the findings lies in the potential application of GAs for
solving real-world problems in engineering, data processing, and machine learning. This
method can be utilized for designing complex systems that require optimal parameter search
under numerous constraints and high nonlinearity.

Future research could focus on the development of hybrid algorithms that combine the
genetic approach with other optimization methods, such as particle swarm optimization or
machine learning techniques. This would improve convergence and reduce computational costs
when working with high-dimensional functions.

Conclusion

This study explored the methodology for applying genetic algorithms to optimize
complex nonlinear functions using MATLAB Optimization Toolbox. The primary focus was
on the Rastrigin function, a standard benchmark for evaluating the effectiveness of optimization
methods. The genetic algorithm successfully minimized the function, achieving the global
minimum, which confirmed its high efficiency.

The research objectives were accomplished. The study examined the features of applying
GAs, developed a procedure for parameter tuning, visualized the target function, and analyzed
the obtained results. Parameter tuning, including population size, mutation probability, and
stopping criteria, proved to be a key factor in the successful search for the optimal solution.



M. Kosbi6aes aTeinaarsl CKY Xa6apumbicnb /
214 BectHuxk CKY umenu M. Ko3bi6aesa. Ne 1 (65). 2025

The scientific novelty of the study lies in the application of genetic algorithms for
analyzing complex nonlinear functions and the development of a methodology for their
configuration in MATLAB. The results have practical significance, as the proposed approach
can be adapted to solve a wide range of engineering and scientific problems.

Thus, genetic algorithms have demonstrated their efficiency and versatility in
optimization tasks. Future work is suggested to focus on the development of hybrid algorithms
and their application to high-dimensional functions, which will open new opportunities in the
fields of optimization and artificial intelligence.
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