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Abstract

Missing data is a prevalent issue affecting data quality across numerous fields. One frequent challenge
arises when data is lost during the input stage. Numerous studies have proposed methods to impute missing values
for data across multiple fields. However, certain domains present unique challenges due to the involvement of
attributes from multiple scientific disciplines, such as biology, chemistry, and medical which complicates the
imputation process. The purpose of this study is to design an application that addresses missing values and
maintains accuracy in large datasets, with a focus on minimizing processing time. The application's performance
is evaluated based on classification accuracy using various imputation methods. The proposed application
outperforms performance compared to current software tools such as against R package, Statistical Package for
the Social Sciences (SPSS), Stata, and Microsoft Excel. This study helps to improve data quality and contributes
to data science by improving the data cleaning procedure, which is a step in the data pre-processing stage.
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Angarma

MbomiMeTTepaiH JKETICTCYl KONMTEeTeH cajajapia ACPCKTCPHAiH CamachlHA KEpi OCCpiH THTI3CTIH KCH
TapamFaH Mocene. JKui ke3aeceTin cedenTepain Oipi — aKmapaTThIH CHIi3Y Ke3iHae oFamysl. Typrm 3eprreyiacp
JKETICTICHTIH MOJIIMETTEPAl TOITHIPY OMICTCPIH YCHIHAABI, Oipak OHONOTHS, XHUMHS KOHE MCIHIMHA CHSIKTHI
cajamapaa Kelicajaabl CHIATTaMajapra OalIaHBICTHI KOCBHIMINA KHBIHABIKTAD TYBIHAAWABL. Byn 3eprreyain
MAaKCaThI — YIKCH MOIIMETTEP >KUBIHTHIFBIH/A KETICTICHTIH AEPEKTEPAl THIMIL TYPAC TONTHIPATHIH KOCHIMIIAHBI
JKacar mIbIFapy, OHACY VAKBITHIH a3aiTyFa OarbITTa/Fad. KOCHIMIIAHBIH THIMILIITT OPTYPIIL TOATHIPY OMICTCPIHIH
KIACCH(UKANMAIBIK, JQAITIHEC HETI3ACIC OTHIPHI OaranaHabl. ¥CeIHBUFAH Kockimma R, SPSS, Stata sxome
Microsoft Excel cHAKTBI KypamaapMeH CaJbICTBIPFAHIA APTHIKIIBLIIBIKTAPABI KOPCETIIL, ACPEKTEP CANAChIH KOHE
OJIAPABI TA3aJ1ay MPOLECIH )KAKCAPTABL.
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Aunnoranus
OTCyTCTBHC JAHHBIX MPEACTABIACT PACHPOCTPAHCHHYEO MPOOJICMY, HETATHBHO BIIHSIOIIYIO HA KAYCCTBO
JAHHBIX BO MHOTHX 00mactax. OmHOW W3 9YaCTBIX HPHYHMH SBJHICTCA YTpaTa WH(POPMALHH HA 3TANC BBOJA.
Pa3mriabIe HCCICA0BAHUS PEIATAIOT METOABI BOCCTAHOBJICHHA OTCY TCTBYFOIIHX JAHHBIX, OJHAKO B HCKOTOPBIX
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C(I)ean, TAKHX KakK 6I/IOJ'IOFI/I}I, XHMHA H MCIHIHHA, BO3HHKAKT JONOJIHHUTCIBHBIC CJIOXHOCTH H3-3a
MHOTOARCOUILTHHAPHOCTH arpuOyTOB. LIeNbI0 MTAHHOTO HWCCICOOBAHHSA ABIACTCA PaspabOTKA MPHIIOKCHUA,
crocoOHOro 3(()eKTHBHO BOCCTAHABIMBATH OTCYTCTBYIOIIME JAHHBIC B KPYIHBIX HA0Opax MJAaHHBIX C
MHHUMH3AaOHCH BpeMeHH 00paboTku. [IpOM3BOOMTCIBHOCTh NPHIOXKEHHSA OLCHUBAJIACH HA  OCHOBE
KJIACCH(HKALHOHHOH TOYHOCTH PAa3IHYHBIX METOJOB BOCCTAHOBICHHA. [IPSINOKEHHOE MPHIOKCHHUCS
MPOACMOHCTPHPOBAJIO MPEBOCXOACTBO MO CPABHCHHIO C CYIICCTBYIOIIMMHA HHCTPYMCHTAMH, TAKAMH Kak R, SPSS,
Stata m Microsoft Excel, ynydmas kauecTBO JAHHBIX H IMPOLECC UX OUUCTKH.
KaroueBbie cjioBa: OTCYTCTBHE JAHHBIX, BOCCTAHOBJICHHE, BEO-IIPUIIOKCHHE, KAUSCTBO JAHHBIX.

I. INTRODUCTION

The absence of data represents a serious issue undermining the integrity and quality of
information, which ultimately negatively impacts analytical outcomes. This deficiency can
significantly reduce the accuracy of analysis and increase bias caused by the disparity between
available and missing values [1]. The primary reasons for such phenomena include respondents'
refusal to provide information, typographical errors, or equipment failures [2][3][4]. These gaps
inevitably arise during the data collection stage and must be addressed before initiating
preprocessing. Working with a complete dataset is critically important as data quality directly
affects decision-making in organizations [5]. For example, low-quality data can result in
inaccurate analysis outcomes, leading to poor decision-making. Thus, maintaining data quality
is a crucial factor that greatly affects decision-making in an organization. In other words, the
quality of the decision-making process relies on the accuracy of the data and the varying
abilities to interpret that data. For instance, low-quality data can lead to inaccurate data analysis
which in return results in providing wrong decisions. Therefore, these wrong decisions may
result in catastrophic effects on society and produce undesirable outcomes.

The purpose of this study is to develop the ImputeX application, which efficiently imputes
missing data in large datasets, minimizes processing time, and improves classification accuracy.
This application is designed to address the limitations of existing tools, such as limited performance,
complex configurations, and reliance on programming skills.

Research Objectives:

1. Develop the ImputeX algorithm using an ensemble machine learning approach to
restore missing values.

2. Conduct a comparative performance analysis of ImputeX with existing tools, including
R, SPSS, Stata, and Excel.

3. Apply the developed application to solve real-world problems in medicine and
bioinformatics.

This study contributes to the field of data imputation by presenting a user-friendly web
application, ImputeX, which efficiently handles missing data with high accuracy and reduced
processing time. The key contributions of this study include the comparative evaluation of
ImputeX with widely-used tools such as R, SPSS, Stata, and Microsoft Excel, and the
demonstration of its superior performance across various missing data scenarios. The remainder
of this paper is organized as follows: Section II provides a review of related works, Section 111
details the methodology, Section IV presents the results and discussion, and Section V
concludes the study with future directions

This paper is organized as follow: Section II presents the related works that emphasized
on the cause and effect of missing value problems, as well as the types of mechanism and
methods to address them. This is then followed by Section III which discusses the research
methodology that is employed by this study. The result and discussion section is presented in
Section IV and the conclusion is in Section V.
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II. RELATED WORKS

This section reviews the causes and effects of the missing values issue, highlighting its
effect on decision-making outcomes. It outlines the tools available for imputing missing data
and addresses the limitations of current methods. Missing values are a common issue that can
greatly impact the accuracy and reliability of data analysis. [3] examined the factors
contributing to missing values during the execution of an experiment. These missing values
may occur due to mistakes in manual data entry, equipment or mechanical failures, and errors
in data transmission. These issues can arise randomly and are often difficult to manage. The
main causes of missing values can be divided into three key categories: data collection
practices, data entry errors, and technical issues.

Data collection practices frequently result in missing values, which happen when specific
data points are either not measured or not recorded. For example, healthcare providers may fail
to record certain information due to time constraints, oversight, or a lack of standardized
protocols [1]. Moreover, patient non-compliance, such as missing follow-up appointments or
declining to provide specific information, can lead to incomplete records [6]. Data entry errors
are another common cause of missing values with factors such as typographical mistakes,
incorrect coding, or incomplete data entry contribute to the occurrence of missing values [7].
In terms of technical issues related to data management systems can also lead to missing values.
These issues encompass system crashes, software bugs, and data transmission failures, all of
which can result in data loss or corruption. Furthermore, discrepancies in data integration from
multiple sources, such as merging data from different departments or external databases, can
cause missing values [8].

There are numerous techniques for imputing missing data, but identifying the most
effective approach generally requires testing and comparing several methods before deciding,
Many public software tools have been developed to impute missing values through a graphical
user interface (GUI) A software tool called WIMP, developed using .NET technology by [9],
enabling users to create accounts, log into the system, and apply various imputation techniques
to address missing values. MIDA, a web-based imputation tool introduced by [10], is designed
to address the missing value problem specifically for data missing at random (MAR). MIDA
offers a user-friendly interface accessible to the public, requiring no software installation and
accommodating users of all programming skill levels. [11] intruduced ImputeEHR, a Python-
based imputation tool that enables the use of multiple machine learning techniques for data
imputation. Another imputation tool available to the public is BIMAM, developed by [12]. It is
designed to impute both continuous and binary types of missing data. However, the
aforementioned software tools have their limitations. For instance, WIMP's inability to export
results instantly can leave users waiting for a long time without any indication of the imputation
process's outcome. Regarding MIDA, the user can choose from five machine learning
approaches based on the type of variable that needs to be imputed. It also requires the user's
email to send back the results of the data imputation. Though ImputeEHR focused more on
reducing the execution time, it has outperformed in certain cases and is not viewed as an optimal
solution for missing values. In the case of BIMAM, users must specify the clustering variable,
output, covariate, initial iteration, and the number of updates. Additionally, there are numerous
tools and software available to the public that are commonly utilized by researchers and
practitioners to tackle the issue of missing values, each providing distinct features and
functionalities. Some of the most commonly used tools for missing data imputation include R
Package, IBM SPSS (Statistical Package for the Social Sciences), Stata, and Microsoft Excel,
when paired with the XLSTAT add-on.
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i. METHODOLOGY

The imputation tool has been developed as a web application known as the ImputeX
Application, driven by the ImputeX algorithm [13], utilizes modern web technologies to
provide a robust platform that enables users to impute missing values without requiring any
programming or machine learning expertise. The ImputeX Application has been developed
using the latest React technology for the frontend and the Flask web framework for the backend
[14]. The proposed application is a public website that allows users to impute missing values
using the ImputeX algorithm without requiring any registration process.

The ImputeX algorithm is based on decision trees and ensemble techniques. The main
stages of the algorithm are as follows:

1 Data preparation involves identifying missing values and determining their types,
whether numerical or categorical. The dataset is then split into training and testing subsets.

2. Selection of the imputation method is carried out. For numerical data, regression based
on an ensemble of decision trees is applied. For categorical data, classification is performed
using probabilistic models.

3. Prediction is executed using the "Extremely Randomized Trees™ algorithm, which
predicts the missing values.

4. Post-processing includes validation of the imputed data using cross-validation
techniques and an evaluation of the imputation accuracy.

To further clarify the workflow of the ImputeX web application, Figure 1 presents aUML
Sequence Diagram illustrating the interaction between the key components of the platform:

Figure 1L UML Sequence Diagram of ImputeX Platform Workflow
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The diagram outlines the interactions between the user, frontend, backend, and the
database, showing the steps involved in uploading data, initiating the imputation process, and
retrieving the results.

The application is designed with modern web technologies to ensure ease of use. The
frontend is built with ReactJS for user interaction, while the backend relies on Flask and Python
libraries for data processing. The infrastructure utilizes a cloud-based server to enable fast and
efficient operations.

The TADPOLE dataset was used to validate the algorithm. This dataset contains 13,915
records with 99 attributes, including both numerical and categorical variables. Missing data
ratios ranged from 10% to 90%, providing a robust test environment for the algorithm.

To evaluate performance, two key metrics were used: accuracy, which measures the
proportion of correctly imputed values, and root mean squared error (RMSE), which quantifies
the deviation of predicted values from true values. Together, these metrics provide a
comprehensive assessment of the algorithm's effectiveness.

IV. RESULTS AND DISCUSSION

Here is an example of processing a dataset with an illustration of the input data, algorithm
steps and results. To test the performance of the algorithm, 10 runs were conducted on datasets
with missing values in the range of 10-90%. The following metrics were used for evaluation:
classification accuracy, RMSE error and execution time.

Table 1. Presents the performance of ImputeX compared to other tools:

Missing Ratio ImputeX R SPSS Stata Excel
10% 98.4% 98.2% 95.8% 97.2% 96.2%
50% 90.1% 88.6% 76.2% 72.4% 83.0%
90% 78.2% 73.5% — 72.2% 76.2%

The results demonstrate that ImputeX achieves higher classification accuracy, especially
with high missing value ratios (70% and above), outperforming R, SPSS, Stata, and Excel. This
can be attributed to its adaptive and ensemble-based approach.

Table 2. Illustrates an example of how ImputeX imputes missing data:

ID Feature 1 Feature 2 Feature 3
1 45 78 ?

2 50 ? 20

3 ? 85 25
Table 3. Imputed data:

ID Feature 1 Feature 2 Feature 3
1 45 78 22
2 50 80 20
3 47 85 25

This example showcases the algorithm’s ability to restore missing values based on
correlations between variables.
Table 4 below provides a comparative analysis of existing data imputation tools,

highlighting their key features and the advantages offered by ImputeX:
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Table 4. Comparative analysis of existing data:
Tool Imputation Method Accuracy Proc_essmg User Interface
(%! Time
R Multiple Imputation 88.6 Moderate Conljir:Zlnd-
SPSS Multiple Imputation 76.2 Slow GUI
Stata Statistical Models 72.4 Slow GUI
MS Excel Basic Statistical Tools 83.0 Fast GuUI
ImputeX  Ensemble ML Techniques 90.1 Fast Web-Based

This table clearly demonstrates that ImputeX excels in both accuracy and processing
efficiency.

The main obj ective of the proposed application is to assist users by allowing them to focus
on conducting the experiments instead of devoting their resources on searching, analysing,
interpreting, and implementing different imputation methods. Furthermore, to accelerate the
imputation process, the ImputeX algorithm is implemented in the backend of the proposed
application, significantly reducing the execution time for imputation. Whenever a user uploads
a dataset and starts a new imputation through the application environment, it will send the
dataset to the backend to execute the imputation process separately from the frontend. Once the
imputation process is complete, the backend will send the imputed dataset back to the frontend
as a result. Then, the user will be able to download the complete dataset from the user interface
of the application. The application can be accessed by any web browser and the way it manages
the imputation request is shown in Fig 2. The application is accessible at the following link as
shown in Fig. 3: https://autoimputex.upm.edu.my.

Fig. 2. System Architecture of the ImputeX Application
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Fig. 3. Screenshot of the advanced tab in the ImputeX Application Homepage
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The efficiency of ImputeX Application is evaluated against R, SPSS, Stata and M S Excel

using multiple imputation in each software tool by imputing missing values. The main dataset

used in this experiment is the TADPOLE (The Alzheimer's Disease Prediction of Longitudinal

Evolution) dataset collected from the University of Southern California. The original dataset

contains 13,915 instances and 99 attributes [15]. Nonetheless, a sample of 15 variables was
selected from the TADPOLE dataset. The imputation tools are applied to the TADPOLE dataset
multiple times, each time with a different missing ratio ranging from 10% to 90% for a total of

10 runs in each scenario. Table 1 shows the average accuracy for the ImputeX Application

against existing imputation tools under different missing ratios for the TADPOLE dataset.

Table 5. Average accuracy for the ImputeX Application against existing imputation tools

under different missing ratios

Missing

Ratio
10%
20%
30%
40%
50%
60%
70%
80%
90%

ImputeX

0.984
0.967
0.945
0.928
0.901
0.873
0.842
0.620
0.782

O O O O O O o o o

R

.982
964
.934

917
886

.858
.825
.598
.735

SPSS

0.958
0.921
0.877
0.806
0.762
0.696
N A
N A
N A

Stata

O O O O O O o o o

972
.943
746
.892
724
.821
.786
571
722

O O O O O O o o o

962
927
.884

868
830

.763
.856
616
762

MS Excel

As can be seen, the ImputeX Application has the highest classification accuracy amongst

all imputation tools. It is also obvious that the accuracy decreases as the number of missing

values increases reaching approximately 0.782 at 90% missing percentage. On the other hand,
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R programming language used in RStudio as the software tool for data imputation has achieved
a good performance compared to other existing imputation tools and falling behind ImputeX
with a slight difference at lower missing value percentages. However, the gap in accuracy
between ImputeX and R escalates when dealing with high numbers of missing values.
Following R in terms of classification accuracy, Stata and Excel were exchanging the roles for
who is better and more accurate in estimating categorical missing values. For instance, Stata
has exceeded both SPSS and MS Excel at 10%, 20%, 40%, and 60% missing ratio. While M'S
Excel has achieved better accuracy than Stata and SPSS at 5 out of 9 different missing ratios.
Making it slightly better than Stata when dealing with different missing scenarios. It is also
noticed that the difference in accuracy between MS Excel and R is more than the difference
between ImputeX and R. Furthermore, SPSS software has different methods of imputing
missing values and the most commonly used one is the multiple imputation. Nevertheless,
according to the average accuracy results for the imputation, it seems that SPSS software is not
reliable enough to deal with high missing values proportions especially at 70% and above. The
reason for that is because SPSS is unable to impute a complete missing instance as it was
observed that some rows were completely missing in the dataset. Thus, the evaluation methods
were unable to read missing values and calculate any performance metrics.
5. CONCLUSION

The ImputeX application demonstrates significant advantages in imputing missing data,
particularly for large datasets with high missing value ratios. The proposed algorithm outperforms
existing tools in accuracy and efficiency, while the application’s design ensures user-friendliness.
Future work will focus on integrating real-time data processing capabilities through cloud
technologies to further enhance its utility.

The whole imputation process can be tedious for some researchers and analysts due to
the long steps that needs to be done in some of these tools. Also, most of these tools have
multiple imputation method as the best imputation method and the most accurate one. The
ImputeX Application has addressed all these drawbacks by conducting the imputation without
requiring any additional steps or configurations or any codes/commands from the user. This
study helps to improve data quality. Additionally, it contributes to data science by improving
the data cleaning procedure, which is a step in the data pre-processing stage.

While the ImputeX algorithm itself is not newly developed, this study contributes
significantly by integrating it into an accessible and efficient web-based platform. The key
contributions include reducing technical barriers for end-users, improving processing efficiency
through cloud infrastructure, and offering a robust user interface that simplifies data imputation
tasks. This practical implementation bridges the gap between complex machine learning
techniques and non-expert users, ensuring broader adoption in real-world scenarios

To improve it even further beyond, the ImputeX Application need to be provided with a
real-time listener on a cloud dataset to impute missing values autonomously without any user
intervention.
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