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Abstract

Digital transformation is crucial for organizations to survive, be competitive, and grow in the modern age.
IoT is the key to enabling this transformation by connecting devices and optimizing processes. This paper presents
the design and implementation of a generic IoT-based real-time environmental monitoring and alarm system. The
platform is validated by applying it to a manufacturing plant scenario, where various sensors simulate industrial
conditions. Scalable message distribution systems such as MQTT and Apache Kafka facilitate reliable data
transmission. A microservice architecture is constructed for the backend services to ensure uninterrupted and high
throughput services in the application domain. Instead of deploying a real WSN, traffic generation services were
chosen to minimize costs, provide greater control and flexibility, and facilitate faster, scalable testing in a
controlled environment. The platform also features an integrated alarm system with an event definition module,
which allows users to define custom action rules. This flexible, scalable, and resilient architecture can be used
across a wide range of application domains that require digital transformation. The experimental study
demonstrates the platform's capabilities and great potential for broader IoT applications.

Keywords: digital transformation; Internet of Things; IoT-based monitoring; alarm system; scalable web
architecture; fault-tolerant web architecture.
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Anpanra

Hu@preik TparchopMama Ka3ipri goyipaeri YHBIMAAPIBIH eMip CYpyl, 0ocekere KabieTTiTi XKIHE 6Cyi
ymiH ere MaHbBABL loT-Oyn TpaHCOpMALMAHBI KYPBUFFBLIAPABI KOCY >KOHE HPOLECTEPAl OHTAMIAHABIPY
apKbLIBI KAMTAMachI3 eTyaiH KinTi. bym makanaga IoT merizinzmeri omOe0Oan KOpIIaraH OpTaHbI OAKbUIAY JKOHE
HAKTHI YaKBITTAFbI TAa0bLI )KYHECiH »k00amay KoHE CHI13y YChIHBUFAH. [11aTdopma ap Typii JaTUMKTEp OHAIPICTIK
JKaFIaimapapl IMATAIMSIARTBIH OHIIPICTIK KACIMOPHIHHBIH, CICHAPUHIHE KOTIaHy apKbuIbl Tekcepineai. MQTT
skoHe Apache Kafka cmsakrsr macmrabramateiH Xabap Tapary SKyHenepi ACpPEeKTEpAiH CeHIMAlI OepiiayiH
KaMTaMacel3 erenl. [miki KpI3METTEp YINIH KOJIJAHOANBI cajada Y3AIKCI3 KOHE KOFAphI OHIMII KeI3METTEpi
KaMTaMachl3 CTETIH MHKPOCEPBHCTIK apxuTeKTypa Kypbuiagsl. Haxrtsr WSN  opHamacThIpyIsIH OpPHBIHA
MIBIFBIHAAPABI A3aUTY, K6OIpeK OaKpLIAY MEH HKEMILTIKTI KAMTAMACHI3 €TY *KOHE OAKbLIAHATHIH JKYHEIE JKbIIIaM
MacmTadTanaThH TECTIICY Al )KEHUIIETY YINiH TPa(UKTI reHepamsiiay KbI3METTEPI TAHAATIBL.
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Kinr ceszaep: IoT rapary sxylienepi, mudpaslk TpaHCopMalmsa, MHKPOCEPBHC APXHUTECKTYPACHI, AIpin
JATIUKTEPl, JaOBLT KyHec.
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AHHOTAHSA

Hudpposas TpanchopMaIis HMCEET PCITAFOIMICS 3HAUCHHUC A BBDKHBAHMS, KOHKYPCHTOCIOCOOHOCTH H
pocTa opraHm3anuii B COBPSMCHHYTO 310Xy, [0T ABAICTCA KIIFOUOM K 0OCCIICUCHHIO 3TOH TPaHC(OPMALIHH Ty TCM
MOJKIIOYCHHA YCTPONCTB WM ONTHMH3AIMHM HPOLECCOB. B 3TOH CTaThe MPEACTABICHBI MPOCKTUPOBAHHE H
peaM3anusg YHUBSPCATbHOH CHCTEMbI MOHHTOPHHTA OKPY/KAFOLICH Cpeibl H CHTHATA3ALUH B PCATBHOM BPEMEHH
Ha ocHOBe [0T. [lmardopma mpoBepeHa MyTEM ¢ MPUMCHCHHS K COCHAPHIO MPOM3BOIACTBCHHOTO MPCAMPHATHI,
IJIe PA3IHYHBIC JATYWKH WUMHUTHPYIOT IMPOMBINIICHHBIC YCIOBHA MacmTaOupyeMble CHCTEMBI PACIIPEACICHI
coobmenn#, Takue kak MQTT u Apache Kafka, oOecrieurnBarotT HaieKHYIO0 TIepeaaqy JaHHBIX. /ISl BHY TPEHHUX
CIy X0 co3maeTcs MHKPOCCPBHCHAS APXUTCKTYPA, o0ecTicUnBarOImAs OccriepeOOHHBIC H
BBICOKOIIPOM3BOANTEIBHBIC YCIYTH B HMPUKIATHOW oOnactu. Bmecto pazsepreiBanus peampHoit WSN Oblam
BBIOPAHBI CIIYKOBI TCHSPAIHH TPAPHKA 111 MUHUMHA3ALMH 3aTPAT, 00CCIICUCHU OOIBIICTO KOHTPOJI H THOKOCTH,
a TaKe yHpomeHusA 060j1ee OBICTPOTO MACINTAOMPYEMOTO TCCTHPOBAHHUS B KOHTpompyemoi cpeae. [Lmardopma
TAKKE HMECT HHTCTPHPOBAHHYFO CHCTEMY CHTHATIH3ALAH C MOZY JIEM ONIPEICIICHAS COOBITHIA, KOTOPBIH MO3BOJISCT
OTIPECTIATH MOJIb30BATEIBCKAC MPABIIIA ACHCTBHH. JTa THOKAs, MacTabupyeMas B YCTOMIHMBAI apXUTEKTYPa
MOJKCT HCIOIb30BaThCA B IMHPOKOM CHCKTPE MPHKJIATHBIX 00NAcTCH, TPEOYOmMUX TH(ppOoBOH TpaHCHOopMaIiH.
OKCHEPUMECHTAIBHOEC HCCIICTOBAHNE JEMOHCTPHUPYET BO3MOKHOCTH IUIAaT(GopMbl M OOIBINON MOTCHIMAN I
60ce mmpokux npuaokeHui 1oT.

KaroueBnie caoBa: pacnpemenutensHble cucteMbl 10T, mmdposas TpaHCHOpMAUHS, APXUTSKTYpa
MHUKPOCEPBUCOB, JATUYUKH Bn6paupm, CHCTCMA CUTHAJIHU3AIIHH.

Introduction

In today's rapidly evolving technological landscape, digital transformation is crucial for
organizations to maintain competitiveness and efficiency. The Internet of Things (IoT) plays a
critical role in driving this transformation by enabling the interaction of devices and systems to
facilitate real-time data collection, monitoring, and control. While IoT has a broad range of
applications across various sectors, its potential impact on industrial environments is also
significant. loT-based monitoring systems can enhance safety, optimize processes, and reduce
operational costs, making them vital components of modern industrial operations.

The construction of an IoT architecture that is resilient, highly available, fault-tolerant,
and scalable is a big challenge due to the IoT ecosystem's complex nature. These systems
involve numerous interconnected devices, each generating continuous data streams, which need
to be processed, stored, and monitored in real-time. Ensuring high availability and fault
tolerance requires a robust infrastructure capable of handling network interruptions, device
failures, and varying loads without compromising performance. Scalability adds another layer
of difficulty, as the architecture must accommodate the seamless addition of new devices,
services, and data streams while maintaining system reliability. Balancing these factors while
maintaining optimal efficiency and responsiveness presents a significant technical challenge in
IoT system design.
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Over the past decade, the importance of IoT has increased rapidly, leading to a growing
body of research in the literature. The authors in [1] present a cloud-based architecture for
livestock health monitoring using AWS and Python for real-time data analytics. They
concluded that integrating IoT Cloud and IoT devices enhances farm efficiency and animal
welfare, promoting sustainable farming practices and setting a benchmark for technology-
driven livestock management. Article [2] presents a remote monitoring and data acquisition
system for predictive maintenance, along with a real-time observation strategy for DG
parameters and an analysis of key metrics such as engine speed, voltage, current, power factor,
coolant, fuel consumption, and battery health. The research in [3] focuses on using IoT to
develop a smart greenhouse control system, integrating sensors, actuators, and a cloud platform
to optimize agricultural production. Authors in [4] present a flood monitoring and warning
system (FMWS) that uses an HC-SR04 ultrasonic sensor with an Arduino microcontroller to
measure flood levels. Articles [5-7] feature similar architectures, utilizing IoT platforms and
sensor-based monitoring systems to achieve real-time data collection and processing in various
applications. However, there remains a gap in addressing cost-efficient, scalable, and simulated
testing environments, which offer fault tolerance, high availability, greater control, and
flexibility, as explored in this paper.

This paper presents the design and implementation of a generic IoT-based real-time
environmental monitoring and alarm system. The platform has been designed to be flexible
enough to be applied across multiple domains rather than tailored explicitly to any industry.
The system's core architecture includes scalable messaging protocols, such as Message Queuing
Telemetry Transport (MQTT) and Apache Katka in order to ensure reliable data transmission.
A microservice backend has also been incorporated to guarantee high scalability and
modularity.

A manufacturing plant scenario is used as a case study to investigate the system's
performance under industrial conditions. Rather than actual sensors, the system employs
simulated sensors for the case study to provide a more cost-effective and flexible method for
testing and validation. In this scenario, various environmental factors such as temperature,
humidity, and vibration are monitored, while alarms are generated in case of threshold
violations. The case study demonstrates the platform's capability to handle real-time data flows
and alarms in an industrial setting while showcasing its potential for broader applications
beyond the manufacturing industry. The system's ability to adapt to various use cases, combined
with its real-time monitoring and alarm capabilities, makes it suitable for any environment
where continuous monitoring is critical.

This study contributes to the existing literature by designing and implementing an IoT
platform with real-time monitoring and alarm generation capabilities. This platform is generic
in structure and can, therefore, be used across a wide range of application domains that require
digital transformation.

The remainder of the paper is organized as follows: Section 2 overviews the system
architecture and introduces the essential components. In section 3, a case study based on a
manufacturing plant scenario is conducted to evaluate the performance of the platform
developed. The paper concludes with Section 4, which provides the final remarks and a
discussion.

1. The Proposed System Architecture

The architecture of the IoT-based real-time environmental monitoring and alarm system
is designed to be resilient, scalable, and adaptable to various use cases. While the system is
generic in nature, it is validated through a case study in a manufacturing plant. This section
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presents a comprehensive overview of the system architecture, focusing on fundamental
operations such as data collection, real-time monitoring, alarm, messaging, and backend
processing.

2.1. System Overview

The proposed architecture is built using a microservice-based backend, which allows for
flexibility, scalability, and high availability. Data from various sensors is transmitted via MQTT
and Apache Kafka, ensuring reliable, low-latency, and highly scalable communication between
devices and the backend services. The core system processes the sensor data, stores it in a
PostgreSQL database, provides a real-time user interface to monitor critical devices and
environmental conditions, and manages alarms based on defined thresholds.

Figure 1 illustrates the overall structure of the proposed system and highlights the
interaction between its components.

2.2. System Components

Through the aforementioned case study, the platform collects data from a variety of
sensors, including:

» Temperature and Vibration Sensors on Servo Motor SM0001 that drives Conveyor
Belt CBOO1.

» Vibration Sensors on Forklift VL0001.

» Temperature and Humidity Sensors in Storage Room R0001.

These sensors simulate industrial conditions and feed real-time data into the system, albeit
using a data traffic generator service rather than a physical wireless sensor network (WSN).
This approach allows for more controlled and scalable testing while reducing hardware
deployment's overall cost and complexity.

Traffic Generator Real-Time Monitoring
(NodeJs) (React)

Temperature
Hum idity
Vibration
Battery Level

Apache Storage
Message (PostgresQL)
Broker

Gateway (MQTT)

(NodeJs)

Alarm System
(spring Boot+NodeJs)

WSAN Data
Application Services Pipeline

o
O © (Spring Boot) Notification Service

(Spring Boot+SSE)

vertical horizontal
domain domain

Figure 1. Outline of the proposed system architecture.

The system leverages MQTT [8] for efficient and lightweight message queuing, ensuring
reliable delivery of sensor data to the cloud. MQTT is a lightweight communication protocol
designed for low bandwidth and real-time messaging, making it ideal for loT applications that
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require efficient data transfer between a large number of devices. Its publish-subscribe model
provides scalability and reliability, both of which are critical for real-time monitoring and
control in an industrial IoT environment. The platform uses the open-source Mosquitto [9]
implementation of MQTT to facilitate communication between real or virtual devices and the
cloud.

To support large-scale, high-throughput operations, Apache Kafka [10] is used as the core
messaging system of our platform, providing a resilient and fault-tolerant infrastructure. Katka's
distributed architecture enables clustering, where topics are partitioned across multiple nodes,
allowing for greater scalability. Multiple consumers in a consumer group can process data in
parallel. Each group can subscribe to specific topics independently. This approach ensures
efficient load balancing and parallel data processing. The robust structure allows the system to
scale seamlessly as more devices are added while maintaining high availability and throughput
for real-time operations. Data from the sensors is published to specific topics in the Kafka
ecosystem, where backend services subscribe and process the data accordingly.

The backend architecture is based on a microservice approach, where each service is
responsible for a specific task, ensuring modularity, flexibility, and ease of maintenance. The
platform's main services, developed using the Spring Boot framework, include:

e APIGateway: Acts as the entry point for all incoming requests, applying access control
mechanisms to filter and manage traffic. It prevents direct external access to internal services,
ensuring secure communication. The API Gateway also orchestrates service requests and routes
them to the appropriate microservices.

e Auth Service: Responsible for user authentication and management; it handles the
generation of JWT (JSON Web Tokens) for authenticated users. This service ensures only
authorized users can access the platform's functionalities, managing credentials and
permissions.

¢ Notification Service: This service manages the incoming real-time sensor data and
correspondingly sends notifications to the monitoring system. It also sends alerts generated
from predefined event rules (e.g., threshold violations) to the users or related systems via push
notifications or other communication channels.

e Main Processing Unit: The core service is responsible for processing and storing
incoming sensor data in PostgreSQL in BSON format to handle semi-structured data efficiently.
It is also responsible for defining and managing event action rules. In addition, it coordinates
the interaction between services to ensure seamless data flow and system functionality.

The microservice architecture ensures that each component operates independently,
facilitating scalability and fault tolerance. Services can be scaled horizontally based on demand,
enabling the system to handle varying workloads seamlessly. It also provides easier
maintenance and deployment flexibility, as each service can be independently developed and
updated.

The platform provides a real-time monitoring interface where users can interact with the
system and visualize sensor data as it arrives. An illustration of this interface is given in Figure
2. All user interfaces are developed with React and designed to be responsive, ensuring
compatibility with mobile devices. Users can search for devices and sensors, view real-time
graphs for parameters like temperature, humidity, and vibration, and receive alerts when
thresholds are violated. The interface is designed for ease of use, with real-time updates pushed
via Server-Sent Events (SSE) to ensure low latency and timely feedback.

The system includes a flexible alarm system with an integrated event definition module,
as seen in Figure 3. This module allows users to set up custom action rules, enabling dynamic
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response to sensor data anomalies. For example, users can define an action rule that triggers an
alarm or sends a push notification when the temperature exceeds a predefined threshold. This
feature enhances the platform’s ability to maintain real-time safety and operational efficiency.

Figure 2. Real-time monitoring interface.

Figure 3. Event definition module of the Alarm System.

3. Experimental Results and Discussions
To validate the performance of our system, we conducted a case study based on a

manufacturing plant scenario. The study involved integrating the following components into
our loT platform:
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e Servo Motor SM0001, connected to Conveyor Belt CBOO1.

e Forklift VLOOO1.

e Storage Room R0001.

These components were equipped with various sensors:

e Temperature and vibration sensors for the Conveyor Belt CBOO1.

e Vibration sensor for the Forklift VLOOO1.

e Temperature and humidity sensors for the Storage Room R0001.

For this case study, sensor values were simulated using a backend service developed with
NodelJS, which generates random data following a uniform distribution, adhering to specific
patterns for temperature and humidity to replicate realistic conditions. These simulated sensors
can be considered as virtual "things" in the IoT ecosystem, allowing the platform to interact as
if it were receiving data from actual devices. This simulation enabled comprehensive testing
and observation of the system's performance in a controlled environment, providing valuable
insights into its functionality and reliability. The system's ability to monitor real-time data,
generate alarms based on predefined thresholds, and visualize sensor values was effectively
evaluated through this virtualized scenario.

The data collected from these sensors is instantly delivered to the real-time monitoring
platform, which provides instant graphical representations of the sensor values belonging to the
assets. Additionally, the system includes a threshold-based event definition and alarm
mechanism. If sensor data exceeds predefined thresholds, the system generates alarms
according to the specified action rules. This functionality is illustrated in the provided real-time
monitoring screen, showcasing how alerts are triggered in response to data anomalies.

For a clear understanding of the working sequence of the real-time monitoring and alarm
generation processes described below, please refer to Figure 1. The real-time monitoring
interface subscribes to the notification service, allowing it to instantly receive state updates,
such as sensor values and alarm signals. Traffic generators produce these sensor values and
push them into the MQTT system. Related message services retrieve this data, transform it
properly, and forward to the Apache Katka message distribution system.

One copy of this data is transferred to the Main Processing Unit service for persistent
storage, while the other is conveyed to the Notification Service. The Notification Service then
delivers the data to the real-time monitoring interface via server-sent events (SSE). As
illustrated in Figure 2, the incoming sensor values for all assets in the case study are displayed
in the interface.

As soon as a sensor value reaches MQTT, a message service responsible for evaluating
alarm rules (e.g., an action rule like "temperature > 24.5" as defined in Figure 3) assesses the
value and executes the required action. As shown in Figure 4, when the temperature of the
storage room exceeds the defined threshold, an alert is sent to the real-time monitoring system
for immediate attention. The alarm system can also initiate further actions, such as sending an
email notification, triggering an air conditioning system, or logging the event in the audit
system, depending on the predefined action rules in the system.

Integrating an alarm system into IoT-based monitoring platforms is crucial for critical
environments where timely intervention can prevent operational failures, safety hazards, or
equipment damage. In industrial scenarios, such as manufacturing plants, real-time monitoring
of temperature, humidity, and vibration is essential to maintaining equipment health and
ensuring optimal working conditions. For instance, in the case of a malfunctioning cooling
system in a storage facility, an undetected temperature rise could lead to spoiled goods or
damage to sensitive equipment. With an integrated alarm system, immediate actions can be
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taken as soon as the temperature exceeds a predefined threshold, such as triggering cooling
systems, alerting maintenance teams, or halting operations to prevent further damage.

By enabling automated responses and sending notifications to key personnel, this system
minimizes response times and mitigates the risk of human error. The flexibility to customize
action rules, such as setting thresholds and defining corresponding actions, allows organizations
to tailor the system to their specific operational needs. Itis highly beneficial for ensuring system
resilience and operational continuity in mission-critical environments.

In the platform, all incoming sensor values are stored in BSON format within a
PostgreSQL database to facilitate further analysis and long-term data retention. Figure 5
illustrates the temperature and vibration values captured by sensors placed in the storage room
over a specific period. The traffic generator is configured to produce sensor readings for each
asset every 4000ms. As shown in the figure, the sensor values recorded between 04 PM and 01
AM are represented as a line graph, providing a continuous and detailed visualization of
environmental conditions in real time.

Analyzing this type of sensor data is vital for organizations, particularly in manufacturing
plants, where operational efficiency and safety rely on monitoring environmental factors like
temperature and vibration. By collecting and storing these values over time, organizations can
identify trends, detect anomalies, and anticipate potential equipment failures before they occur.
Such insights enable proactive decision-making, reducing downtime and improving overall
productivity. In addition, advanced analytics performed on this data can optimize processes,
enhance equipment performance, and ensure regulatory compliance, ultimately contributing to
the long-term sustainability and profitability of the organization.
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Figure 5. Event definition module of the Alarm System.

4. Conclusions

As demonstrated in this study, implementing a real-time environmental monitoring and
alerting system provides significant benefits to industrial operations by ensuring continuous
monitoring of critical environmental parameters. The system's scalable and fault-tolerance
architecture makes it adaptable to various application domains. Its scalable nature ensures the
system can handle increasingly connected devices and data streams without compromising
performance or reliability. This is acritical feature for organizations or facilities with expanding
operational needs.

The platform is also designed with future enhancements in mind. By integrating a robust
data streaming system, the architecture could be prepared for further development, including
the addition of advanced data analytics modules. Such a module could analyze incoming data
in real time or over time to provide predictive insights. This capability would enhance the
system's ability to monitor conditions and provide actionable intelligence, making it a valuable
tool for industries looking to leverage loT for operational excellence and strategic decision-
making.
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